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UNIT I : Systems of identical particles 

Indistinguishability of identical particles – Symmetric and anti Symmetric 

wavefunction – Exchange operator – Distinguishability of identical particles – 

Bosons and Fermions – Pauli's Exclusion principles – Collision of identical 

particles – Ensemble of identical particle systems– Density operator – Density 

matrix – Properties – Symmetric and Anti symmetric wave function of hydrogen 

molecule. . 

 

Topics 

1. Indistinguishability of identical particles 

2. Symmetric and anti Symmetric wavefunction 

3. Particle Exchange Operator 

4. Distinguishability of identical particles 

5. Bosons and Fermions 

6. The Pauli exclusion principle  

7. Collision of identical particles 

8. Ensemble of identical particle systems 

9. Density operator and Density matrix – Properties 

10. Symmetric and antisymmetric wave functions of a hydrogen molecule 
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UNIT – I 

1.1  INDISTINGUISHABILITY OF IDENTICAL PARTICLES 

MECHANICS is the science that deals with  

➢ study  of motion of a system  

➢ cause of motion of a system. 

• It describes the average properties of the molecules, atoms, or elementary particles in 

random motion in a system of many such particles 

• It  relates these properties to the thermodynamic and other macroscopic properties of the 

system. 

 

CLASSIFICATION OF MECHANICS 

 

 

 

Identical Particles 

i. Identical Particles means the particle which cannot be distinguished by means of any 

inherent (intrinsic) property.  

ii. There are many systems in nature that are made of several particles of the same species.  

iii. All these particles have the same mass, charge, and spin.  

iv. For instance the electrons in an atom are identical particles. 

v. An electron is not identical to a proton or to a positron; etc.  

vi. If a system consists of two or more identical particles there should be no change in its 

properties. (or) no change in its evolution if the roles of any two particles are exchanged.  
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There are two general categories of particles. 

1. Classical particles which are identical and distinguishable 

2. Quantum particles which are identical and indistinguishable. 

Classical mechanics  

i. In Classical mechanics the existence and the physical properties of the identical particles 

can be sharply defined and followed during the course of an experiment.  

ii. we can always follow the trajectory of each individual particle, i.e. their time evolution in 

space.  

iii. The trajectories identify each particle in classical mechanics, making identical particles 

distinguishable.  

iv. Hence the molecules (classical particles) are distinguishable in classical mechanics  

     

Quantum mechanics      

i. In Quantum mechanics, a particle can be described by a wave packet of finite size and 

spread over the volume.   

ii. The existence and physical properties of the identical particles cannot be defined and 

track during the course of experiment.  
iii. According to quantum theory, the particles do not possess definite positions during the 

periods between measurements.  

iv. Instead, they are governed by wave functions that give the probability of finding a 

particle at each position. 

v. As time passes, the wavefunctions tend to spread out and overlap.  

vi. Once this happens, it becomes impossible to determine, in a subsequent measurement, 

which of the particle positions correspond to those measured earlier. 

vii. In quantum mechanics the concept of trajectory does not exist and identical particles are 

indistinguishable 

viii. Hence the indentical particles cannot be distinguished by quantum mechanics 

cannot be distinguished.  The particles are then said to be indistinguishable. 

 

https://en.wikipedia.org/wiki/Wavefunction
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Physical Meaning of Identity  in Quantum Mechanics 

▪ Identical particles are those particles in a system for which the system remains unaltered 

by interchanging the particles. 

▪ As each particle is described by a wave packet, these particles can be distinguished from 

one another, only if their wavepackets do not overlap. 

▪ According to spin considerations, the particles can be distinguished  from one another if 

they have different spin components. 

▪ The component of spin along some particular axis remain unchanged during elastic 

collision. 

REVIEW - Distinguishing between particles 

 Two particles having the same physical attributes are equivalent. 

 They behave the same way if subjected to the same  treatment 

 CM:  Equivalent particles are distinguishable since one can  keep track of each particle all 

the time. 

 QM:  Equivalent particles are indistinguishable since one  cannot keep track of each 

particle all the time due to the uncertainty principle.  

 

1.2  SYMMETRIC AND ANTI SYMMETRIC WAVE FUNCTIONS: 

The Schroedinger eqn for n identical particles is written as 

𝐻(1,2, … 𝑛)𝛹(1,2, … 𝑛, 𝑡) = 𝑖ħ
𝜕

𝜕𝑡
 𝛹(1,2, … . . 𝑛, 𝑡) − − − −1 

where  each of the numbers represent the position and spin of a particle (say i) 

In equation 1 the Hamiltonian H is symmetrical with respect to identity of particles.  So they can 

be substituted for each other without changing (H) or any other observable. 

There are two kinds of solutions of wave function 𝛹 of eqn 1. 
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1. Symmetric wave equation (𝛹𝑆) 

2. Anti Symmetric wave equation (𝛹𝐴) 

Symmetric wave equation (𝜳𝑺) 

 A wave function is symmetric if the interchange of any pair of particles leave the wave 

function remains unchanged. 

Anti Symmetric wave equation (𝜳𝑨) 

 A wave function is symmetric if the interchange of any pair of particles among its 

arguments changes the sign of the wave function. 

Note:  

1. The symmetry character of a wave function does not change with time. 

2. If  𝜳𝑨 is antisymmetric wave function at any time t, then H 𝜳𝑨 is antisymmetric. 

3. So  
𝜕𝜳𝑨

𝜕𝑡
  also anti symmetric. 

1.2.1 CONSTRUCTION OF SYMMETRIC AND ANTI SYMMETRIC WAVE 

FUNCTION FROM EXCHANGE DEGENERACY 

In case, where the Hamiltonian does not depend upon time, the solution of stationary state can be 

written as, 

𝛹(1,2, … 𝑛) = 𝜙(1,2, … . . 𝑛) − − − −2 

So eqn 1 becomes 

𝐻(1,2, … 𝑛)𝜙(1,2, … . . 𝑛) = 𝐸 𝜙(1,2, … . . 𝑛) − − − −3 

There are n! solutions for this equation 3 by means of permutations of its arguments belonging to 

same eigen value E.   

Hence this system is degenerate.  This type of degeneracy is called Exchange Degeneracy. 

Consider a two particle wave function, the time independent schroedinger’s eqn is  

𝐻(1,2)𝜙(1,2) = 𝐸 𝜙(1,2) − − − −4 

There are 2! (=2) solutions for this eqn 4.   

𝜳(𝟏, 𝟐) 𝒂𝒏𝒅 𝜳(𝟐, 𝟏) 
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These solutions correspond to single energy state E. 

The symmetric wave function is written as  

𝜳𝑆 =  𝜳(𝟏, 𝟐) +  𝜳(𝟐, 𝟏)  

The anti symmetric wave function is written as  

𝜳𝐴 =  𝜳(𝟏, 𝟐) −  𝜳(𝟐, 𝟏)  

Similarly for a 3 particle system there are 3! (=6) solutions 

They are 𝜳(𝟏, 𝟐, 𝟑), 𝜳(𝟐, 𝟑, 𝟏), 𝜳(𝟑, 𝟐, 𝟏), 𝜳(𝟏, 𝟑, 𝟐), 𝜳(𝟐, 𝟏, 𝟑), 𝜳(𝟑, 𝟏, 𝟐) 

The wave functions arising from even no of   interchanges of the pair of particles are  

𝛹(1,2,3), 𝛹(2,3,1), 𝛹(3,2,1) 

The wave functions arising from odd no of   interchanges of the pair of particles are  

𝛹(1,3,2), 𝛹(2,1,3), 𝛹(3,1,2) 

So the symmetric wave function can be written as 

𝜳𝑆 =  𝜳(𝟏, 𝟐, 𝟑) +  𝜳(𝟐, 𝟑, 𝟏) +  𝜳(𝟑, 𝟐, 𝟏) + 𝜳(𝟏, 𝟑, 𝟐) + 𝜳(𝟐, 𝟏, 𝟑) + 𝜳(𝟑, 𝟏, 𝟐) 

And the anti symmetric wave function can be written as  

𝜳𝐴 =  𝜳(𝟏, 𝟐, 𝟑) +  𝜳(𝟐, 𝟑, 𝟏) +  𝜳(𝟑, 𝟐, 𝟏) − 𝜳(𝟏, 𝟑, 𝟐) − 𝜳(𝟐, 𝟏, 𝟑) − 𝜳(𝟑, 𝟏, 𝟐) 

 

 

1.3 EXCHANGE OPERATOR 

1.3.1 Define Particle exchange operator and show that its eigen values are ±1. 

The particle exchange operator P12 is defined by equation 

P12 ψ (r1s1: r2s2) = ψ (r2s2:r1s1) ---------1. 

The effect of this operator is to interchange the subscripts of the spin and position 

variables of the wave function for particles 1 and 2. 

If two particles are identical, then the Hamiltonian must be symmetric with respect to 

position and spin of identical particles.   

Hence energy of the system will remain same if we relabel the particles. 
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Eigen Values of Particle exchange operator: 

Eigen value equation of particle exchange operator is  

P12 ψ (1, 2) = α ψ (1, 2) --------------------2. 

Where α is the Eigen value of  operator P12     in state ψ (1, 2) 

Operating again  

𝑃12
2  ψ (1, 2) = P12 P12 ψ (1, 2)  = P12 α ψ (1, 2) 

     = α P12 ψ (1, 2) 

     = α [α ψ (1, 2)] 

  𝑃12
2  ψ (1, 2)  = α2 ψ (1, 2) ----------------------3. 

From the definition of particle exchange operator 

P12 ψ (1, 2) = ψ (2, 1) -------------------------------4. 

Operating again  

𝑃12
2  ψ (1, 2) = P12 P12 ψ (1, 2)  = P12 ψ (2, 1) 

   𝑃12
2  ψ (1, 2) = ψ (1, 2) -----------------------5. 

Comparing 3 & 5 we get, 

α2  = 1  or α = ± 1 

i.e., the eigen values of particle exchange operator  are ± 1 just like parity  

operator. 

1.3.2  Show that the eigen functions of particle exchange operator  are symmetric and 

antisymmetric. 

Eigen function of particle exchange operator corresponding to eigen value +1 is symmetric and 

Eigen function of particle exchange operator corresponding to eigen value – 1 is 

Antisymmetric. 

i.e., P12 ψS = ψS    and  P12 ψA = - ψA 
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This may be explained as follows. 

 ψS  = ψ (1, 2) + ψ (2, 1) 

P12 ψS = P12 [ψ (1, 2) + ψ (2, 1)] 

  = ψ (2, 1) + ψ (1, 2) 

         P12 ψS =  ψS  

Also    ψA =  ψ (1, 2) - ψ (2, 1) 

P12 ψA = P12 [ψ (1, 2) - ψ (2, 1)] 

  = ψ (2, 1) - ψ (1, 2) 

  = - [ψ (1, 2) - ψ (2, 1)] 

 P12 ψA= - ψA 

1.3. 3. Particle exchange operator commutes with Hamiltonian. 

From the definition of particle exchange operator 

P12 ψ (1, 2) = ψ (2, 1) 

P12 H (1, 2) ψ (1, 2) = H (2, 1) ψ (2, 1) 

Since Hamiltonian H is symmetric H (1, 2) = H (2, 1) 

P12 H (1, 2) ψ (1, 2) = H (1, 2) P12 ψ (1, 2) 

[P12 H (1, 2) - H (1, 2) P12 ] ψ (1, 2) = 0 

As ψ (1, 2) is non zero 

 

P12 H (1, 2) - H (1, 2) P12 = 0 

∴ [P12, H] = 0 

Thus the Particle exchange operator commutes with Hamiltonian 
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1. 4. Discuss about the Distinguishability of identical particles. 

• Two identical particles can be distinguished when they are in different orbits.  i.e., when 

they do not overlap. 

• For example, two electrons in an atom are well – differentiated when two electrons are in 

different orbits. 

• The electrons of the same orbit cannot be distinguished. 

• In terms of quantum mechanical concept, two electrons are distinguished when their 

wave functions do not overlap. 

• When two wave functions do not overlap, the overlap terms Ψ (1,2) +

Ψ (2,1)and Ψ (1,2) − Ψ (2,1) are zero. 

• If the wave functions of these two particles overlap, we can’t detect a particle which one 

is it? 

• Quantum mechanics can only tell us the probability of finding a particle in a given 

region. 

• It further means that,  

• |Ψ (1,2)|2 +  |Ψ (2,1)|2 =  |{Ψ (1,2) ± Ψ (2,1)}|2  

The two identical particles can be distinguished from each other when the sum of the 

probabilities of the individual wave functions in two states is equal to the probability 

derived by the symmetrised wave functions. 

i.e., |Ψ (1,2)|2 +  |Ψ (2,1)|2 =  |{Ψ (1,2) ± Ψ (2,1)}|2  

=  |Ψ (1,2)|2 +  |Ψ (2,1)|2 ± 2Re[Ψ (1,2)Ψ(2,1)] --------1 

This is possible when the overlap terms Ψ (1,2) 𝑎𝑛𝑑  Ψ (2,1) is zero or 

2Re[Ψ (1,2)Ψ(2,1)] = 0. 

In this way when the co - ordinates (space and spin) of two particles are not the same 

between exchange degenerate functions, the interference term 2Re[Ψ (1,2)Ψ(2,1)] becomes 

zero and particle co-ordinates do not overlap. 
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1. 5. What do you mean by  Bosons and Fermions? 

Pauli demonstrated that quantum particles are classified as  

1. Bosons        

2. Fermions 

Bosons: 

1. Systems of identical particles with integer spins (S = 0,1,2,----) are described by 

symmetric wave functions. 

2. They do not follow Pauli’s exclusion principle 

3. Such particles obey Bose – Einstein Statistics 

4. They are called Bosons. 

5. Examples : 𝜋 − 𝑚𝑒𝑠𝑜𝑛𝑠, 𝑝ℎ𝑜𝑡𝑜𝑛𝑠 

Fermions: 

1. Systems of identical particles with half – odd integer spins                           ( S = 
1

2
 ,

3

2
 , …) are described by antisymmetric wave functions 

2. They follow Pauli’s exclusion principle. 

3. Such particles obey Fermi – Dirac Statistics. 

4. They  are called Fermions. 

5. Examples :  electron, proton, neutrons 
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1.6.  Write short notes on Pauli’s Exclusion Principle. 

Pauli’s Exclusion Principle: 

Pauli’s exclusion principle states that “No two particles obeying Fermi Dirac Statistics can 

exist in the same quantum state”.   

1. Consider two particle system which contains electrons in indistinguishable positions.   

2. Electrons are 
1

2
 spin particles and obey Fermi Dirac Statistics. 

3. If they occupy the same position in space and have the same z – component of spin , 

then the eigen function of exchange operator will be  

P12 ψA (r1s1 : r2s2)  =  - ψA (r2s2 : r1s1) ------------------1 

   =    ψA (r1s1 : r2s2) 

= 0 if {
  𝑟1 =   𝑟2

  𝑠1 =   𝑠2
   --------------------2 

The non existence of the wave function under these conditions implies that 

There is zero probability that the particle will occupy the same point in space and have 

identical spin orientations. 

Eqn 2 is called Pauli exclusion principle which states that  

“No two particles obeying Fermi Dirac Statistics can exist in the same quantum state”.   

(This means that if there are two electrons in one atomic orbit, they cannot have the same spin 

orientations.  Their spins have to be oppositely directed.)  
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1.6.1. What is Pauli’s theory?  Show that antisymmetric wave function for 2 electrons 

would vanish if both occupy the same position with identical spin. 

Or) Show that the antisymmetric wave function obeys Pauli’s exclusion principle. 

(a) Pauli’ s theory: 

“No two particles obeying Fermi Dirac Statistics can exist in the same quantum state”.   

(This means that if there are two electrons in one atomic orbit, they cannot have the same spin 

orientations.  Their spins have to be oppositely directed.)  

(b) Show that antisymmetric wave function for 2 electrons would vanish if both occupy 

the same position with identical spin. 

Consider a system of non interacting indistinguishable particles. 

The Hamiltonian of such a system can be written as  

H0 (1,2,…..n) = H0’(1) + H0’(2) + …….+ H0’(n) ------------------1 

The approximate Energy  - Eigen function will be a simple product of one particle eigen 

functions. ϕ 

If ϕ𝑎(1), ϕ𝑏(2), … … … … . . ϕ𝑘(𝑛) are the n – one particle eigen functions, then  

ψ (1, 2 ………..n) = ϕ𝑎(1)  ϕ𝑏(2)  … … … … . . ϕ𝑘(𝑛) ---------------2. 

Eigen value will be  

E = Ea +Eb +………..E k                            --------------------------------3 

Hence, comparing 1,2 & 3  

H0’(1) 𝛟𝒂(𝟏)   = Ea 𝛟𝒂(𝟏)  

H0’(2) 𝛟𝒂(𝟐)   = Eb 𝛟𝒃(𝟐)     etc.,  ----------------------------4. 

Since the particles are indistinguishable,   our assumption that 𝛟𝒂 is occupied by particle 1 

and 𝛟𝒃 is  occupied by particle 2 is incorrect. 

Under exchange of  two particles, to distinguish them, we have to take probability distribution. 

∴  The possible eigen functions are  

ψ (1, 2) = ϕ𝑎(1) ϕ𝑏(2)  and  

ψ (2 ,1) = ϕ𝑎(2) ϕ𝑏(1)                           ------------------------5. 
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The symmetric and antisymmetric  combinations are 

ψS =  ϕ𝑎(1) ϕ𝑏(2)  +  ϕ𝑎(2) ϕ𝑏(1)   --------------------------------6. 

ψA =  ϕ𝑎(1) ϕ𝑏(2)  -  ϕ𝑎(2) ϕ𝑏(1)       -------------------------------7. 

 = |
ϕ𝑎(1) ϕ𝑎(2)

ϕ𝑏(1) ϕ𝑏(2)
|  ----------------------------------8. 

If both the particles are put in the same state say ϕ𝑎 then, 

ψS =  ϕ𝑎(1) ϕ𝑎(2)  +  ϕ𝑎(2) ϕ𝑎(1)    

ψS = 2 ϕ𝑎(1) ϕ𝑎(2)      -------------------------------9.  and  

ψA =  ϕ𝑎(1) ϕ𝑎(2)  -  ϕ𝑎(2) ϕ𝑎(1)        

ψA     = 0              ----------------------------------10.  

Eqn 10 shows that the antisymmetric wave function vanishes, when two identical particles have 

the same set of co – ordintates. 

It concludes that two identical fermions cannot occupy the same state.  

1.6.2  Explain Pauli’s exclusion principle using slater’s determinant. (optional) 

The  antisymmetric wave function can be expressed as determinant of the  ϕ′s known as slater’s 

determinant. 

ψA (1.2. ….n)  = 
1

√𝑛
 [

ϕ𝑎(1) ϕ𝑎(2) ⋯ ϕ𝑎(𝑛)

ϕ𝑏(1) ϕ𝑏(2) … ϕ𝑏(𝑛)
⋮ ⋮ … ⋮

ϕ𝑘(1) ϕ𝑘(2) ⋯ ϕ𝑘(𝑛)

]   -------------1 

The factor 
1

√𝑛
 is called normalization constant and the determinant is called Slater’s 

determinant. 

If  two or more ϕ′s are same  (i.e.,) ϕ𝑎(1) = ϕ𝑏(1), the determinant will vanish. 

∴  The antisymmetric wave function can not be constructed by the interchange of any pair 

of particles. 

Hence Pauli’s exclusion principle states that “no two particles described by antisymmetric 

wave functions (or obeying Fermi Dirac Statistics) can exist in the same quantum state.” 
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1.8   Write short notes on density operator and density matrix? 

Consider a system described by non negative probabilities.               

Let a classical state is represented by the co-ordinates q1, q2, ---- qf, 

momentum p1, p2,----------- pf  at any instant of time (t). 

A statistical state can be described by a non negative density function 

f (q1, q2, ---- qf, p1, p2,----------- pf,, t ). 

Then, the probability of finding the system at time t is  

P (dq1 ----------dqf, dp1 ------------dpf )  

 The quantum analogue of the classical density function is known as 

the density operator and its representation in the matrix form is known as 

the density matrix. 

 Consider an ensemble, consisting of   N systems of identical 

particles in the normalized state ψα : where α = 1,2,3 ----N. 

 The expectation value of an observable f is given by  

<  𝑓 > =  ∫ ψα
∗   𝑓 ψα  𝑑𝑞 − − − − − − − − − −1  

𝑓 is an operator associated with observable f. 

If  ϕn ‘s represent the orthonormal eigen function’s, then a pure 

state ψα may be represented by the coefficients of expansion of  ψα  into 

eigen vectors ϕn.  i.e., 

ψα  = ∑ 𝐶n ϕ𝑛    − − − − − − − − − − − −2𝑛   

ψα
∗ =  ∑ 𝐶𝑚

∗

𝑚

𝜙𝑚
∗   − − − − − − − − − − − −3 

So that equation (1) takes the form 
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<  𝑓 > =   ∑ ∑ 𝐶𝑚
∗

𝑛

𝐶𝑛

𝑚

 ∫ 𝜙𝑚
∗  𝑓 𝜙𝑛 𝑑𝑞 

<  𝑓 > =   ∑ ∑ 𝐶𝑚
∗

𝑛 𝐶𝑛𝑚  ⟨𝑚|𝑓|𝑛⟩  ---------- 4 

If the state is not specified completely, it may be represented by a 

superposition of a number of pure states ψ(α) with statistical weight p (α).   

So the mean value of f for the incoherent superposition is given by the 

grand (or ensemble) average given by  

〈𝑓〉̅ =  ∑ 𝑝(𝛼)

𝛼

<  𝑓 > =  ∑ 𝑝(𝛼)

𝛼

 ∑ ∑ 𝐶𝑚
∗

𝑛

𝐶𝑛

𝑚

 ⟨𝑚|𝑓|𝑛⟩ 

 

〈𝑓〉̅ =  ∑ ∑ ⟨𝑚|𝑓|𝑛⟩ 𝑛 ∑ 𝑝(𝛼)
𝛼 𝐶𝑚

∗
𝑚  𝐶𝑛 ---------------5 

Where p (α) 
represents the probability of finding the system in the 

state|𝛼 > ,   where a measurement is made at random on the system. 

Let us write,   ∑ 𝑝(𝛼)
𝛼 𝐶𝑚

∗ 𝐶𝑛 = 𝑝𝑚𝑛  --------------6   

   ⟨𝑚|𝑓|𝑛⟩ = 𝑓𝑚𝑛-------------------7 

Hence the equation 5 takes the form 

 

 〈𝑓〉̅ =  ∑ ∑  𝑓
𝑚𝑛

𝑝𝑚𝑛 𝑛𝑚  ---------------8 

 〈𝑓〉̅ =  ∑ (𝑝𝑓)
𝑚𝑛𝑚𝑛  

        〈�̅�〉 =  𝑇𝑟𝑎𝑐𝑒 (𝑝𝑓)------------9 

Where Trace stands for the sum of the diagonal elements of the matrix (pf).  

It is convenient to regard the density matrix as defined by equation 9 and        

then by equation 6. 
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1.8.1  Limitations on density matrix 

1. The condition that the expectation value of f is real for every Hermitian 

operator f, requires that p must also be hermitian. 

𝑝𝑚𝑛 =  𝑝𝑚𝑛
†

 

 

2. The condition that the unit operator I  has the expectation value 1, require 

that 𝑇𝑟𝑎𝑐𝑒 (𝑝𝑓) =  𝑇𝑟𝑎𝑐𝑒 (𝑝1) =  ∑ 𝑝𝑚𝑛 = 1𝑚𝑛  -------1 

3. The condition that every operator with negative eigen values has a non – 

negative mean value, requires that p must be definitely positive. 

This means  𝑝𝑚𝑛  ≥ 0  ---------------2 

4. The Hermitian matrix 𝑝 by means of unitary transformations may be 

reduced to diagonal form  

𝑝𝑖𝜎𝑗𝑗′ =  ∑ ∑ 𝑈𝑗𝑚𝑝𝑚𝑛𝑈𝑛𝑗′
−1

𝑛𝑚
 

5. The conditions given by 1 and 2 require that  

[𝑇𝑟𝑎𝑐𝑒(𝑝)2] =  1 

[𝑻𝒓𝒂𝒄𝒆(𝒑)𝟐] =  ∑ ∑  |𝒑𝒎𝒏|𝟐 

𝒏𝒎

≤ 𝟏  

This limits the value of every single element of the density matrix. 
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1.9  Construct symmetric and antisymmetric wave functions of a hydrogen 

molecule. 

 

 

 

 

 

 

 

When two H atoms meet, a molecule is not always formed. 

• The two atoms repel each other if  the spins of the two electrons are parallel 

(⇈) 

• The two atoms attract each other if the spins of the two electrons are anti 

parallel ( ⇅) 

Consider a system consists of two hydrogen nuclei ‘a’ and ‘b’, and two electrons 

whose coordinates are denoted by symbols 1, 2.  

Let r12 is the distance between the two electrons. 

The Schrodinger equation of hydrogen molecule is given as 

∇1
2𝛹 + ∇2

2𝛹 +  
2𝑚

ħ2  [𝐸 − 𝑉1 − 𝑉2 −
𝑒2

𝑟12
 ]  𝛹 = 0  --------1 

  Suppose, neglecting the spinning of electrons, the term 
𝑒2

𝑟12
 may be neglected. 

The total energy of the two electrons be E = Ea + E b --------------2 

The solution of equation 1 is given as  

𝛹 = 𝛹𝑎(1)𝛹𝑏(2) ------------3 

However the two electrons are indistinguishable from each other, we can expect 

the solution of equation 1 as 

𝛹 = 𝛹𝑎(2)𝛹𝑏(1)  ------------4 

The solution (4) also belongs to the energy E = Ea + E b 
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Consequently, for two electron system we have  two wave functions belonging 

to the same energy.  This is called degeneracy. 

Combining the two solutions 3 & 4, we can build up more orbital wave functions. 

𝛹+ = 𝛹𝑎(1)𝛹𝑏(2) + 𝛹𝑎(2)𝛹𝑏(1)  -------------5 (Adding all wave functions) 

𝛹− = 𝛹𝑎(1)𝛹𝑏(2) − 𝛹𝑎(2)𝛹𝑏(1)   ---------------6 (subtracting all wave functions) 

Equations 3, 4 and 5 are symmetrical orbital wave functions and equation 6 is                     

anti symmetrical orbital wave functions. 

If we consider spin, we know that each electron has spin S1 = S2 = 
1

2
 .  The two 

spins then combine to give a resultant spin for the total system. 

• The spins of same direction (⇈) produces the resultant spin as S = 1. 

• The spins of opposite direction  ( ⇅) produces the resultant spin as S = 0 

For two electrons there will be two positive spin functions say, 

𝛼 (1) 𝑎𝑛𝑑 𝛼 (2)  and two negative spin functions 𝛽(1)𝑎𝑛𝑑 𝛽(2).    

Ultimately for two electrons system we have four spin functions.  The total spin 

wave function is the product of these spins functions.   

Two electron system Electron 1 Electron 2 

𝛼 (1) 𝛼 (2) ↑ ↑ 

𝛽(1) 𝛽(2) ↓ ↓ 

𝛼 (1) 𝛽(2) ↑ ↓ 

𝛼 (2) 𝛽(1) ↓ ↑ 

Each 𝛼 describes the spin  + 
1

2
  and 𝛽  describes  the spin - 

1

2
. 
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Since the two electrons are identical we can write the linear combination of the 

spin wave functions as 

S+ = 𝛼 (1) 𝛽(2) +  𝛼 (2) 𝛽(1) ---------------- 7 

S− = 𝛼 (1) 𝛽(2) −  𝛼 (2) 𝛽(1) -------------- 8 

Hence the four spin functions will be  

1. 𝛼 (1) 𝛼 (2) 

2. 𝛽(1) 𝛽(2) 

3. 𝛼 (1) 𝛽(2) +  𝛼 (2) 𝛽(1) 

4. 𝛼 (1) 𝛽(2) −  𝛼 (2) 𝛽(1) 

The complete wave function of an electron is the product of the orbital wave 

function multiplied by one of the spin functions. 

According to Pauli Exclusion Principle only two products will be allowed. (i.e.,) 

1. [𝛹𝑎(1)𝛹𝑏(2) + 𝛹𝑎(2)𝛹𝑏(1)] x [𝛼 (1) 𝛽(2) −  𝛼 (2) 𝛽(1)]  ----------9 

2. [𝛹𝑎(1)𝛹𝑏(2) − 𝛹𝑎(2)𝛹𝑏(1)] x [

𝛼 (1) 𝛼 (2)

𝛽(1)𝛽(2)

𝛼 (1) 𝛽(2) +  𝛼 (2) 𝛽(1) 
] ---------10. 

 

• Hence the total wave function of two electrons system is always anti 

symmetrical.   

• The symmetric orbital wave function is always associated with anti 

symmetric spin wave function.   

• The anti symmetric orbital wave function is always associated with 

symmetric spin wave function. 
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  Symmetry of  Orbital  Wave – functions and Spin 

Orbital Spin Total S 

𝛹𝑎(1)𝛹𝑏(2) + 𝛹𝑎(2)𝛹𝑏(1) 𝛼 (1) 𝛽(2) −  𝛼 (2) 𝛽(1) 0 (Singlet) 

𝛹𝑎(1)𝛹𝑏(2) − 𝛹𝑎(2)𝛹𝑏(1) 

𝛼 (1) 𝛼 (2)

𝛽(1)𝛽(2)

𝛼 (1) 𝛽(2) +  𝛼 (2) 𝛽(1) 
 1 (Triplet) 
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~er This is spherical Bessel equation whose solution is given by 
O 

d r '# oo ✓ ✓ J - if l '# an XI = A (kr) 1(1+ 1/2) + B (kr) -/-1/2 

X\ ' 1· .. , ' l!:,P--. \jY 

v<Y' u~ 
and ( 2kr)l/2 

11+ 1/2 = ~ lt (kr) 
1/2 

J = (-)' + 1 ( 2kr) Tit (kr), 0 -/-1/2 ' 7t ~ 
. 1 { 1t} v Ji(kr) = kr cos kr-(l+ 0 2 

. 1 . ( l1t) = L1m -sm kr--kr➔ ookr 2 

1 { (l + l)1t} rt (kr) = Lim -sin kr- · kr➔ oo kr 2 

where 

. Then . XI= A' rJ1(kr)+B1 rrt1 (kr), 

a'~ 
C) \ 

½:' 'f ~ ••. /"' CPJ7~ . 

... (24) 
l at Xi = R1 (r) = A' it (kr) + B' 111 (kr) r 

. .J\ where A' and B' are new amplitudes which deviate from original amplitudes A and B.Let us take Oas phase) JP angle between these amplitudes an~ put . , · . ~-:J' A = At cos 01 and B = - At srn 01 
,1 , 

or 

So 

B' tan o1 = - - • 
A' 

Rt (r) = :: [ cos 01 sin ( kr- ~)-sin o1 sin { kr- (l + 1) ~}] 

~ :: [ CDS 81 sin ( kr - '2" )+ sin 81 cos ( kr-
1z")], 

· r 2 · 

~ 
"'0-'-j>. 

... (25) 
·, R1 (r) = kAi sin (kr-J..!E. + o,) 

In this equation r,, is called the phase shift of the partial wave caused by scattering potential U (r). [n view of this equation (18) becomes 

'If (r, B) = f :: sin ( kr -
1
2" + 81 )P1 (cos 8) 

= Ai {/{ kr -
1
2n+51 )-e-i ( kr -

1
2n+o1)} L kr · 

2i X Pi ( cos 0) I ... (26) 
This equation is identical with asymptotic fonn of equation (13) i.e. 

'k 
ikr 

l Z e 'I' = e + f (0) -
r 

"' '.}-

I 1 ( l ) ikr = f (21 t 1) i · kr sin kr- 27t P1(cos 8) + J(8) \ . 

,,;-. l , kr- - -\ kr- -
·; , ~· ., [ ·[ !rt ) ·( lrt )] _;;,. ,f J= f (21+1)/. kr e - . 2 ;;' 2 P1(cos8)+r-1f(8)eil" 

I/ 
... (27) 

r 
o/ \'r 

I 



,. 
... ()J'i' ' ·; 

. ·-0 / Vi "'t,. \. //.,,. .. . j/) 
~ ,1 . "f-. t,.ft'~ ,,, -, /f(I 
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/ 7 'i' 
·· 'kr - ikr from both As equations (26) d (27 . f e' and e · an ) are the same therefore comparing coefficients 0 equation, we get • 

and 

~ ;( - ~. 6 I .l - ii 1t/2 - I (0) 
£. A1 ~ P1 (cos 8) = ~ (2l + 1)' e . P1 (cos 0) + r . f 

l 2 ' kr L.J 2 i kr 
l 

I ·( ln ) . /2 A -, --+6 1 il1t P( 0) 1 e 2 1 x Pi (cos 0) = L (2l + 1); e · l cos 
l 

E . l 
quation (29) suggests that 

. . · A1 = (2l + I)// 61 

Substituting this value of A1 in (28) we get 

I . I rt 
(2l+ l) le' -7+ 6, 1 -il1t/2 1 

:E ----~---L p ( 8) _ :E (2l + 1), e Pi(cos 0) + - f {0) 
I 2i kr I cos - I . 2i kr r 

JJ.) .I il rt/2 As 

\ 

, = e , we get 

/(8) = (2ikf 
I f (2l + l)(ii 61 - 1) P1 (cos 0) 

l=O 

1 00 • [ i 61 :- i 61 l = k L (21 + 1) e'61 e - ~ P1 (cos 0) 
l=O 

2
' 

= ½ f (2l+l)eil5i(eioi~:-ioil P1(cos0) 
l=O 

= ½ f (2l + 1) ei 61 sin 0/ Pi (cos 8) 
l =0 

This formula was first given by ~exen and Holtsmark and is used quite often. 
Hence differential scattering cross-section, 

1 00 ·o a(8) = l/(8) 1
2 = 2 L (2l+l)PJ(cos0)e' 1sino, 

k l=O 

2 

The total elastic cross-section is the integral of equation (32) over the sphere, i.e • 

a,0 , 111 = 2n J: a (8) sin 8 d8 

= 
4

~ f (2l + I) sin
2 

81 
k l=O 

J 2 . 2 
since I P1 (cos 8) I sm 8 d8 = (2l + l) 

Here o1 the phase shift of lth partial wave is unknown parameter and is to be evaluated. 

(a) Optical Theorem : 
It may be ·pointed out that the scattering amplitude f (8) jis complex. 

.. . (28) 

.. . (29) 

... om 

... (3 la) 

... (3lb) 

.. . (32) 

... (33) 
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1 £, all values· of I. 
Forf} = 0, P1 (cos 0) = P1 (cos 0°) = Pi (1) = or . 

Then equation (31) for e = 0 gives 
00 

• o O' 
/(0) = f L (21 + 1) e' I sin f>t Pt (cos , 

1=0 

1 i o, . s: 
= _ r (2/ + J) e SJn U/ 

k I 

and so 
1"' , 2s: 

lm/(0) = k k (2l + 1) sm u1 

Advanced Quantum Mecha . 
nIcs 

l 

where l,nf (0) denotes thue imaginary par:t of J(O) or the coefficient of i inf (O) . 
. ·. Equation (33) for total elastic cross-section gives 

- 4n 1 I (0) . . ... (34) 
Gtotal - k m 

· • . • c· I d ' g absorption) called the optical This relation is a special case of a more general relatJo~ me u 1.? . 0 = O") to the 
theorem. It relates the imaginary part of the forward scattermg amphtude (z.e. at total 
scattering cross-section. 

(b) Phase Shifts: 
We know that total scattering cross-section is given by equation (33) which is cross-section of Ith 

partial wave and s, is the phase shift of the I th partial wave. · 
The scattering cross section vanishes for f, 1 = O or 180° and the cross-section is maximum if the value 

s: 7t 37t 
ofu1 = ± 2 ,± 2 etc. 

According to equation (25), we have 

R (r) = /jll;, :: sin { kr- 't + f>1) 
It comes from R (r) ~ AJ1 (kr) 

So DJ is the difference in phase between the asympotic form of the a~tual radial function R (r) and the 
radial function J1 (kr) in the absence of scattering potential i.e., V = 0. J, (kr) will be maximum when 

· r = l/k hence for the value of r (we choose "a") r = a = Ilk we get higher phase difference (since V will 
vanish beyond 'a' i.e. r > a). 

Small Phase Shift : 

00 

The phase shift will be very small if a<< Ilk. Thus the summation L involves thue summation of few 
l=O 

l=ak 
terms such as l: • 

l=O 

Calculation of Dt : Dt is calculated by applying boundary condition for the continuity of R1 at r = a in 
he region r < a and r > a 

( 
1 dR11 I ( l dR') 

Rt dr r<a atr=a = R1 dr r >a 



I ( 

463 
Quantum Theory of Scattering :' 

But R1 = AL[cos o1j; (kr) _ sin O(Tl/ (kr)] 

Let 

So 

. or 

where 

(
J_ dR, (r)) I = [ cos o,H (ka)- sin o, n{ (ka)] I 
R1 dr , > a at,= a k cos o,j, (ka) - sin O(Tldka) r > a 

1 dR1 
Ri dr r > a I at r = a = YI· 

k 
Ul (ka) - tan 0/11/ (ka)] 

Y1 = h (ka) - tan 0/111 (ka) 

tan o, = kj{ (ka) - Yd1 (ka) 
kril (ka) - 'Y/111 (ka) 

.,(k) . l+l. Ji a =Ji-I (ka) - ,;;; JJ (ka), 

... (35) 

and , / + 1 
111 (ka) = 111-1 (ka) - -k-111 (ka). . H . th . a d t nee to obtam ere 'YI is e ratio of slope to value of the interior wavefunction Equation (35) can be use a O 

. .. · · -11 d·fr, httle ,rom an app_roximate expression for o, when l is large and o
1 is expected to be small. In this case 'Y1W1 1 er the ratm of slope to value of the solution in the absence of a scattering potential, so that we put 

[
/1 (ka) ] 

'Yi = k if (ka) + Ef. 

I j'
1 (ka) I 

. IE1I< ii(ka) 
Equation (35) can be written by changinglf intoj1 so that 

. . 2 2 
~ E/ (ka) Ji (ka) 

tan u1 = 
2 

Et (ka) it (ka) 111 (ka) - 1 

as 

which is sti 11 exact. 

\ ... (36) 

---
... (37) 

If now we make use of the power series equation for ii when / > (ka/ and use the value of it in terms of 
sine and cosine, the inequality (36) becomes · 

. 1 
I Et I< ka 

and (37) may be approximated as 

Et (ka)2' + 2 
E/ 221 

(l ! / (ka? + 
2 

o1 = = -
[ (2/ + I) ! ]2 [ (2/ + 1) ! ] 

By using Stirling's formula, we get 

log I 01 I :::: log I E1 I = 2/ [log (ka) + 1 + log 2] - 2/ log l 
The following are explanatory remarks concerning o1. 

.. . (38) 

(i) From equations (21) and (23) it seen that for an attractive field <I> (r) is shifted outward relative to 
other function of equations (23), 
i.e. 01 > for attractive field, 

o1 < 0 for repulsive field 

(ii) Classically, l n :::: pp where p is the momentum of the particle and p the impact parameter. The 
summation of l in equations (31) and (34) for the partial wave l = 0, 1, . . . in (12) is equivalent to the 
integration of all values of the impact parameter in the classical theory. 
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uanrun-z A,[ (iii) For large k and I the phase shift can be l:alculaled by the Born approximation it b ecJiqti; 

• 
eco"' r~ 

l 
·••~ o1 = - Zk U (ro) ro, where ro is the classical distance of closest approach. For large I, ro, P = impact parameter. 

total cross-section behaves like 
1be Ser

1
· 
es f IJ°" J • .2 

llt 
Goe I:(2/+ I) o/ = 4 0 

dp · p· U (p), as 
PP= 11kp. I~ order that this may converge U (r) must decrease with d~stance at a rate faster than l / r2 

(1v) For a scattering amplitude in forward direction,/ (0) wtll have the form 

Joo J f(0) a I: (21 + I) 01 ➔ k r!p . p· U (p). . 0 In order that it may coverge U (p) must decrease with distance faster than I//. . (v) For low energy scattering by a potential of the asymptotic form c//
1
, the variations of 

sl11fts for various I are 

the Phase U+I 2/ 3 
81 oc k for < n - , 

81 oc k 21 + 2 Jog k for 2/ = n - 3, 
I.'. n - 2 U/OC k for 21 > n- 3, (c) Phase shifts related to Potential 

The phase shift o1 depends only on the asymptotic form of Rt ; however to determine it ex 
1 

rad· l . . l I n,· . "bl ' ·t · . . I act y the 

1a equatwn 1s to be solved compete y. JS JS possJ e ,or specJ JC potentta s. but in general . 
important infonnations may be deduced regarding <h. To express the phase shift in terms of the potentce,rtain , 

ia' We 

compare the function Xt with the corresponding function x,0 
oc r j, (kr) ; when potential v == O, the 

corresponding equations are 

d2x, +[k2 -U(r)-/(l+l)]x, = 0 d 
2 2 r r 

~Xt(O) [k2_l(/+l)] (0)_ 0 . "th (O)oc "(k ·) 2 + 
2 Xt - , w1 Xt r Jt , dr r 

multiplying equation (39) by x/0
) and (40) by Xt and subtracting, we get 

2 2 (0) co) a x, a x, (O) Xt -2- - X1 2 - U (r.) XI Xt = 0 dr dr 
d[ (0) dx, dx,(O)] (0) dr XI dr -x, dr - U (r) Xt Xt = 0 

Integrating with respect to r; from limits o to r, and remembering that Xt and xi O; we get 

(xt° d XI - XI d X'°!- fr U (r') xt° (r') Xt (r') dr' = 0 dr dr o 

... (39) 

... (40) 

... (41) 

vanish at the origin 



Quantum Theory of Scattering 
465 

· It is obvious that this rel 1. . . o 
a ion is mde d o · d such that the constant in thei . pen ent of normalisation of X and Xt . Let us normahse Xi'an X1 
r asymptotic fo · • . 

rm is umty). 1.e. at r ➔ oo ; we have 

Xt ➔ sin (kr+ /:lfl and X (0) ➔ . (k 1 ) ... (43) 
· '' I sm r- - 7t 
This means that X (O) _ k . 2 

. ( · . / 1t ) 
1 

- r 11 (kr) ; then the brecketted term in ( 42) (for r ➔ 00) may be expressed as 
k sm kr- - cos (k All 

.. 2 r+ ....,,, - sin (kr+ t1/) cos ( kr- l;) 
- k · (In ) - - sm 2 + di = - k sin 61 

Thus at r ➔ oa, equation (42) ~ecomes 

k sin 61 = I<» V (r) Xto (,') Xt (r') dr 
0 

or 
sin 61 = - J.., V(r) r it (kr) Xdr) dr ... (44) 

TI11s expression for the h . . o . . 
known Hou·~· . . . P ase shift is exact, but is purely fonnal since 'XI (r) for all values of r is not 

· .. _,_ver It is important fo · • · 1· tl from 
(O) . · r approximate evaluation. For example suppose 'XI differs very it e 

Xt = kr Jt (kr) then 

sin 61 = - k f.., U(r) ,2 i (kr) dr ... (45) 

~is.is Born approximation for pha-.e shifts.
0
For the approximation to be valid, it is necesary that th~ 

potential term U(r) in equati (39) • . · . . k2 
th . on IS very small. This is only possible if either the kinetic energy term or 

e ~entnfugal potential term dominates over U(r). In the former case 6
1 

is expected to be small for all I; 
' 2 ' 6 

then we can take (e ' r - 1) ➔ 2i61"' 2i sin 61 
Substituting this in (31) (a); we get 

<» <» 

!(9) = - L (21 + 1) J U(r) ,2 i (kr) dr P1 (cos 9) ... (46) 
f=O I 0 

This reduces to Born approximation formula. 

11-16. SCATTERING LENGTH AND EFFECTIVE RANGE THERY FOR LOW ENERGY 

SCATTERING 

The method of partial waves is of special interest at low energies if the energy of the incident beam is 
so low that ka < 1 where a is the range of potential, then the only l = 0 or s-wave is scattered. All othr 
partial waves in the region of non-zero potential are so small that they remain unchanged. The scattering 
amplitude for s-wave is given by 

... (1) 

As the scattering amplitude is independent of 9 and ~. we note that the scattering is isotropic at the 
centre of small reference system. Therefore the total scattering cross-section. 

41t . 2 
Ptota( = 2 sm Oo . . .. (2) 

k ,I 
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· Th '11 "1ec1, 
. . 11 d the low-energy cross-sect10n. en we note that ''Q . 

In the llmit k ➔ 0, a,fJtol ➔ <Jo ca e · \ . 
2 4n • 

k
2 $i:.--

It is obvious that 

Lim cosec uu - ao 
k-+0 

. 
Lim sin Co (k) ➔ 0 
k-+0 

i.e. a (k) approaches o or n in zero energy limit. , 

It is found that low energy cross-section can be described, instead of Oo, by two · 
· · ed Th quanr · 

characterize V(r) completely as far as low energy scattermg JS concern · ese are the "e~e . 1hes 
. . . .th ;JJ• Clive Iha 

and the "scallering length" 'a' introduced by FermJ both m connectwn WJ n•1cleon-nucJeon range •• 1 

· d · th t I scatte · t 
If the system has a bound-state with a small bm mg energy, e wo ow energy Para · ting. o 

will be completely determined by the bound state wavefunction and such a relationship ex• rneters ro and 
• f th · · · · b 1sts bet Q 

properties o e bound state and low energy scattenng JS mterestmg ut not unexpected . Ween 

determined by the potential V(r). SJnce b01h lhe 

Scattering length and eltective range .for short ranged potential V (r) F are 
Schroedinger equation is or s-wave 

. ·~ . cru 2 2m e 

2 + [k -U(r)J u = 0, U(r) = 2 V(r) 
dr 1i 

·•.(3) 

Let.111 (r), u2 (r) be the solutions for two energies k/, k/ They satisfy 

UJ (0) = 0, U2 (0) = 0 

aod are nonnalised such that asymptotically they are ••.(4) 

u1 (r) ➔ sin\;
1 

sin (k1r+ B1),j 
u2 (r) ➔ sinlai sin (k2r+ Bi), 

From the tw · (5) 
o equations (3) for u1 (r), we readily obtain ... 

[ 
du1 du2I 2 R 

u2 dr -ui dr =: (k2 -kT) - J u, u2 dr, 

~ R is an arbitrary radial distance o ... (6) 

et us take two free-particle solutions 

VJ (r) :::: sinlS1 sin (k1r+ S1)) 

• . V2 (r) =.~sin (k2r+ ~) 
ration b . sin "2 
.th o ~ned by putting U (r) = 0 in (3) 

e equatwns for v ( .\ d · 
l r1 an V2 (r) we obtain as in (6) 

[ dv1 dv2r V2 - - VJ - _ 2 2 R 
. . dr dr - ( k2 - k I ) - J v l V2 dr. 
actJon (7) from rs) . o 

\' 'using (4), (5) and (7) and r .. 
im1t1ng R -+ oo, we get 

k2 cot <5i-k1 cot 01 -(k/-k2) f 00 r . 
l . O ~UJ V2 - VJ U2) dr. 

... (7) 

... (8) 

. .. (9) 
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On defining the "scattering length " a by 

I 
- Lim [k cot o (k)]. 

a k ➔ O 

We can write (9), on limiting k1 ➔ 0 and denoting k2 by k, 

kcoto = _.!.+£. k2, 
a 2 
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... (10) 

... (11) 

. .. (12) 
where b = 2 J"" (vo v - u0 u) dr. 

f 2 . ( o f the potential. 
The actor m 12) has been introduced so that b (or r,

0
) has the meaning of the range O _ ). • 

(5) d (7) . . . here U(r is 
From an it is seen that the integrand above differs from zero only in the region w gy 

· bl I th· · h n the ener apprecia e. n is region the wavefunction u(r) will not depend very muc 0 

i if I U(r) I > > i. 
. We shall therefore make the approximation of replacing u, v by UO, ~o (f?r zero energyi t 1~~ 1z i.e . .we 

shall take the first two terms in power series.expansion in i or k cot o : '[~ ~ ~ '2-. ~ 
t"~ \~ cz.~ I ro ~ 4 -- ~+ J_ oo k: .. + ')'(;1 k:--__ tf 1) 

. ot0=-~+2 {k2+0}(k) .::I\?--

_where ro = 2 Joo (vi - uol dr. . ... (12) 

is defined as the "effective range" of the potenti: V(r). According to (5), and (10), the zero energy uo (r) 

has the asymptotic form 

uo (r) ➔ v (r) = Lim (cos kr+ cot O sin kr) 
k ➔ O 

= I _I. . 
a ' 

... (13) 

By the equations (5) and (7) vJ- uJ vanishes outside the "range" of U(r). , 

So, both ro and a are determined by U(r) that they are in sensitive to the exact form of U(r) but d~pend 

·only on some integrand of U(r). vr-JV"._, I{ 

(1) For k1 ➔ 0, we have from (2) and (I 0) ~ ; ~ 
(J = 2 41t 2 ➔ 41ta2. \. d / ..,_() ... (14) .._ 

,_- ~ \;° _, .. I • 
k ( 1 + cot O) , '\ • 

(2) From thue expression of o1, we have o0 for k ➔ 0. 0) ,; 1\i J 

a = J00 

r U(r) uo(r) dr, ~ l \l:'.,D - ... (15) 

· where uo (r) is normalised by the asymptotic beiaviour and is different from (13) SL.c,O 
uo(r) ➔ Lim sin(k;+o)=(r-a)coso ... (16) , 

k ➔ O /J \ 
where cos o has the value between I and - 1 . / ~ 

If we apply Born approximation and if it is valid, i.e., uo is replaced by the field free solution- t ..--< 'J...":o 

r ✓(1t/2kr) 1 112 (kr) = (I l k) sin kr ➔ r as k ➔ 0 . i-. 0 '{,. ,.( / 
0 c:;, ,"" '-) 

t :/1 " ... < 11) ,,, . 
. ' .{. 

Then ( 15) becomes 

Joo 2 
a :::::/ U(r) r dr. 

0 . . 

I' 



_.,-

or 

Advm,ri></ Qua,,, 
11111 A1 ,.,,, 46M 

· · · '<1111 
. 

1 .11 , ciuuuplc tor v11nntu111 of ·u· Will t1 
. We r11kc rhc fol <1w1 g 

i U(r) . 
(J) 111c sign of 'n' dc1}<:nds on U(I). 

· Consider II potenrinl well {- p2. r < R 
U (r) = o, r > R 

···(lal 
It' E = - f, y > 0, is n discrete stare, then 

[ 
~ _ ,y2 + p2 )"-r (r) = O; r < R 

dr 

( :,
2 

_ '( )''Y (r) c O; r > R 

I
A sin r ✓P2 

-'() r} ' r< R so that Uy ( r) = Be - 'Y r > R 
TI1e conrinuiry condition al r = R gives lhal 

2 j: 
Ian { ✓(P2 - 'f) RJ = ✓({3; _} 

···09) 
d. rele states is seen to be the following . 

The condition on /JR for the existence of I, 2 or more isc 
· For only 1 discrete st.ate, f 7t < /JR< f 7t. 

For only 2 discrete state, i 7t < /JR< i 1t etc. 
...(20) . . "' u· u can be expressed as : 

Consider now the scattenng U(r) m (18), the wave-1unc on k 

[::, + k
2 
+ ~

2
) •• = 0, r > R, 

• {::, + k' ) •• = o, r > R 
.. -(2 I) 

Uy(r) = Csin(✓(p2 +i)r}.r<R 
= D sin (kr+ S), r> R 

... (2la) Apply continuity condition at r = R 
✓ 2 2 ✓ 2 2 k cot (kR + f,) = (P + k ) cot { (P + k ) R} 

~ _ ktan { ✓(p2 +k2) R} tankR+ ✓rn2 +k2) k cot u - 2 2 1 2 2 tan (✓(~ -k ) R} -k ✓ (~ + k ) tan kR 
By the equation ( 10), a comes out to be 

... (22) 

... (22a) 

1 
a = R - p tan p. . ... (23a) Thus the scattering length a vanishes as~ ➔ 0. As ~R increases from 0, a decreases. As ~R ➔ 1t/2, a Jrnes negatively infinite. The cross-section er becomes infinite as PR ➔ n/2 and has "resonance" at energy. 

fhe range ro can be calculated for rectangular potential well as follows : 'rom (21a) and the u1c (r) fork ➔ 0, r ➔ 00 in (13), we get 
_ ( R) sin a,. UO - 1 - a sin ~R ' 0 < r < R 
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and with (13), for v0 we ha f 
• ve rom (12a) 

2 2R3 
ro = 2R - 2 Ii_ + 3R ( R f ( 1 R ) ... (24) 2 --r-+ 1-- ----

( 
1 3a a ~ tan ~R sin 2 ~R 

If~R = n+-)1t,n = 0 . 
. . 2 ' 1• 2, ... ; a stands to± 00 and (24) simplifies and the total cross-section CJ m 

terms of a and r0 Is 

41ta2 cr = ----.::.:.=. ___ _ 

1 + a (a- r0) k2 + ( ½ aro )k4 

11 -17. SCATTERING BY A PERFECTLY RIGID SPHERE 

A perfectly rigid sph f . . 
ere O radms a IS represented by the potential 

V(r) = { 00 for r < a 
. ,· 0 for r>-a 

The wave function vanishes ro· -,~ ~-:;,./\. 
The Shoredinger wa • . ve equation radial part) for r > a [V (r) = O] is 

[ J__£_(r2_£_)_l(l+I) 2m£°] () = O 
2 ar a 2 + 2 Ul r 

r r r 11 

Substituting ~ = kr or r = .S. we hr k, ... ve 
'"\, :'\. 

" ~ ~ _!!_ ( 2 au, (;) ) ;[ 2 ] ,; , d; ; a; +: •; -l(l+I) u1(;) = 0 

v1(;) 
Ul (;) = "T . Further substituting 

in (1 ,) we get 

i:2 iv dv [ 2 ( 1 )
2 

] · ~ dc,2 +; de, + S - I+ 2 V1 = 0. 

\ 

... (1) 

.. (2) 

... (3) 

~is is the Bessel's equation of order ( ~ + ½ ) . Its general solution is linear combi~ation of ~essel_s 

function 11+ 112 (;) and Neumann's function Ni+ 112 (s). The solution Nl+' lll is not sabsfactory smce it 
diverges at~ = 0 ; therefore the solution of (3) is expressed as 

. . v, = ✓ (~ )1,.,12@ 

where ✓ ( ; ) is a cons\alll chosen for conveience and it does nol affect the solution of lhe problem. 

(J:> _ v1 <s> _ ✓ (~ )11+ 112 <s> 
U[ ~ - ~ - 2 ✓s 

Now u1 (;) = h (S) in the spherical Bessel' s function, i.e. 

h cs> = ✓ (; )11+ 112 cs> ... (4) 

J 
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defined as • functions are ✓ ( 1t ) (l;) 

The spherical Neumann s 
I+ 1 - 1-t- J/ 2 fl/ (~) ::: (- 1) 2l; 

1) is expressed as (t:) 
ral solution of ( A • (t:) + B n1 ., 

Therefore the gene 
U/ .== JI ., 

where A and Bare cons rants. 
_ ✓ [ 1-) sin ( l; -T ) for; ~ oo.ft + 112 - 1tl; . 1: / o/21 smb- -. . == ✓(.1£.)[J1+112(l;)J~ ➔ "" == .- ~ Lim Jt (;) 2<; 

I / 2' ~ ➔ OO 

cos (~ - 1t ':,L Lim n1 (l;) ==. - - l; Also 
~ ➔O • et d B == - C sin 51 m (6), we g 

Substitutilng A = C cos 51 an 5 · (t:) - C sin 51 n1 (~) 

lvtec~ 
Q~. 

'ci 

••.(8) 

U/ = c cos /}I ., . 5 l = c U (kr) cos 51 - nr (kr) sm 1 
•·-(9) 

I . ~ > a When r = a, the wave funct· 

. of wave equation ,or ' · 
ion 

This equation represents the solu~on vanishes, 
ur (r) = o at r = a ; 

i.e. 
then equation (9) gives 

or · 

o = c Ur (ka)' cos o, - n1 (ka) sin oi] 
jJ (ka) 

tan o, = nr (ka) 
This equation gives phase shift Or for f h partial wave . 

. 
2 j/ (ka) R (10\ 

SID 0/ = 2 2 
rom I 

ji (lea)+ n1 (ka) 
th . · · b 

The scattering cross-section/or I partial wave 1s given Y 
. 2 47t . 2 41t (2/ + 1) JI <J/ = 2 (2/ + l) SID 81 = 2 . 2 2 k 

k JI + n1 
. The total scattering cross-section is 

.2 47t Ji <11oral = 2 L (21 + 1) . 2 2 . k JI + n1 
From ~us equation the cross-section at aJJ energies may be evaluated. 
!\Tow let us discuss the following two limitini cases : 

.. ,(10) 

... (11) 

... (12) 

... (13) 

l) Low Energ_y Limit : The low energy limit implies the domain of k for which ka < < 1, we have I Lim 1·1 (,1:) ➔ S ~ ➔ o "' (2/ + 1) ! 
... (14a) Lim n (l;)

1 

= <21 - I) ! ~➔ O I ~l+I 
... (14b) 
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. 2 2 2l + 1 r ( 15) :. sin2 61 = JI (ka) j1 (ka) l (lea) . . .. 
· 2 2 = 2 = (2l - 1) ' (2l + 1) ! 

This equation shows . JI (ka) : n1 (ka) n1 (lea) . . uently the scattering . . tbat m low energy limit 61 decreases rapidly with l and conseq 1s pronunently due to s-wave (l =- O) , d h . . . Equation (10) gives an ence 1s 1sotrop1c. 

Fors-wave (l = O) 

tan a,, = - Jin (in) = - ✓ ( "j;; )sm (in) = - tan (kal 
J-112(ka) ✓ 

Hence 
· ( 7t~ )coska 

tan 6c, = ;_ tan ka, 

6o = -ka 
The total scattering cross-section for low energy limit is · 

cr,otal = 2 I. (21 + 1) sin 61 -= 2 sm uu [ 
47t 2 1 41t . 2 s;._ 

k l=-0 k 
4

1t · 2 ka k < 0 = --sm a< 
k2 , ' 

= 4~ (ka)2 = 41ta2 
k · 

... (16) 

... (17) 

. Classical~y the scattering cross-section is 1t a2 only. quantum mechanically the cross-sec~on. is j~st 4 
times of classical expression for the same radius., Thus for low energy particles the cross-section is 4 ttmes 
the geometrical cross-section of the rigid sphere . 

. (2) High Energy Limit : For high energy limit ka > > 1 for fixed l 
Substituting the asymptotic forms ofj1 and n1, we get 

· 2 
1: • 

2 ka l - k (18) sm u1 = sm , < < a ... 
This indicates that the phase shift oscillates rapidly between O and 1t ; but this is contrary to 

observations. For infinite potential and so for large k, the phase shift is simply ka if l < < ka. Thus assuming 

• When~➔ oo 

and 
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th 

. . for which l = 0 to lea, then the . 
at only those waves contribute to partial waves 

total 1 

cross-section is given by 

"'¾ 
lea 2 4 2 . ·2 ka ~~ - ~ I (21 + 1) sin ka = ,r.a sm CJrotal - t2 l=O 

We note that a,oral oscillates rapidly between O and 4w/. In high energy limit the average cro 
is obtained by taking the average value of sin2 ka over all direCtions, which is sin2 ka = ½ · IIence ''-"'¾ 2 

~-CJtotal = 21tll 

472 

Thus we note that in high energy limit the scattering cross-section is twice the. geometrical 
The reason for this anomalous result is the shadow scattering. For finite value of/@, ·the diffractii;oss-s, 

sphere in lhe forward direction actually takes place and the total measured cross-section is nearly 21ta 2 ~ Ii 11 · 18. SCATTERING FROM A SQUARE WELL POTENTIAL Let the potential function for an attractive square well be represented as 
V(r) = {- Vo for_ r<a . . .. (1) 1ne . 0 for r>a radial part of the wave function satisfied by s-state ( l = 0) is I iJ ( 2 iJR ) 2m r2 iJr r iJr + 112 [E - V(r)] R = 0 ... (2) Substituting R( ., r, = ru (r). . .. (3) iu 2m · · , dr2 + 

112 
[E - V(r)] u (r) = 0 .. 

we get 

Using potential function characterised b 
comes · 

Y (I), equation (4) 

. V(r) 

f e 
0 ------- a 

,_.. __ 

-Vo ~--__J 

Fig 11.12. iu(r) 2m 
d 

2 +2 [E+ Vo] u (r) = 0 for r< a r 11 

i'u(r) 2m • 2 + 2 Eu ( r) = 0 for r > a dr 1I 
ubslituting . . ✓ ( 2;t) = k and ✓ ( 2m (~+ Vo) J: = K ,n (5) and ( 6) take the form 

· 
iru ,.,2 . 
d,2 + ~ u = 0 for r < a 

iu 2 2 + k u = 0 for r >. a l . 
dr J uaons of (8) and (9) may be expressed as 
u = A sin It r for r < a •• - n • ,._ 

... (5) 

... (6) 

... (8) 

... (9) 



































UNIT IV : Atomic and molecular Structure  

Approximations in atomic structure – Central field approximation – Thomas Fermi Statistical 

model – Hartree - Fock Equation – The method of self consistent field – Residual electrostatic 

and spin orbit interaction – Alkali atoms – Doublet separation – Coupling schemes – Hydrogen 

molecule – Covalent bond.  
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1. Central Field Approximation: 

i. The starting point for the calculation of energy of many electron atoms except the 

light ones is the central field approximation.      

ii. In this procedure each electron is assumed to move in a spherically symmetric 

potential V(r) produced by the nucleus and all the remaining electrons. 

iii. The Hamiltonian in this central field approximation evidently commutes with the 

angular momentum operator Li of each electron. 

iv. So the state of each indidual electron can be characterized by the quantum 

numbers n, l, ml with spin orientation ms (+1/2 or -1/2)  

v. The energy is independent of ml and ms at this stage because no interactions 

involving the orientations of the Li and Si (such as the spin –orbit interactions) 

have been taken into account. 

vi. Thus for given n and l there are 2(2l+1) available wave functions or orbital’s, all 

having the same energy. 

vii. Each of them can accommodate no more than one electron in view of the Pauli 

Exclusion Principle. 

viii. This set of states or orbital’s (for given n, l) is said to constitute a shell of the 

atom, and if all these orbitals are occupied, the shell is said to be closed.   

ix. In the ground state of an atom, the electrons should arrange themselves in the 

lowest available levels. 

x. For instance, in an atom with 11 electrons (neutral sodium) the first three shells in 

the above scheme would be completely filled and the last remaining electron 

would go into a 3s state.  This is summarized in the notation   

(1s)2 (2s)2 (2p)6 3s 

This specifies what is called the electronic configuration of the atom. 

n 1 2 3 4 

l 0 0 1 0 1 2 0 1 2 3 

Spectroscopic 

Notation 
1s 2s 2p 3s 3p 3d 4s 4p 4d 4f 

Max no of 

electrons 
2 2 6 2 6 10 2 6 10 14 

 

 

 

 

 



2. What is Central Field Approximation method for evaluation potential energy 

function of many electron atoms? 

 

i. The starting point for the calculation of energy of many electron atoms except the light 

ones is the central field approximation.      

ii. In this procedure each electron is assumed to move in a spherically symmetric potential 

V(r) produced by the nucleus and all the remaining electrons. 

Consider a helium atom which consists of a nucleus of charge +Ze and two electrons circulating 

about the nucleus.  The Hamiltonian of ground state helium atom is  

H = K.E + P.E 

i.e 𝑯 =  −
ħ𝟐

𝟐𝒎
 (𝛁𝟏

𝟐 + 𝛁𝟐
𝟐) −  𝐙 𝐞𝟐 (

𝟏

𝐫𝟏
+

𝟏

𝐫𝟐
) +  

𝐞𝟐

𝐫𝟏𝟐
  -------------1 

K.E = −
ħ𝟐

𝟐𝒎
 (𝛁𝟏

𝟐 + 𝛁𝟐
𝟐)---------------------2 

𝑷. 𝑬 (𝑽) =  − 
𝒁𝒆𝟐

𝒓𝟏
 −  

𝒁𝒆𝟐

𝒓𝟐
+ 

𝒆𝟐

𝒓𝟏𝟐
 -------------3 

Where 

𝐙 𝐞𝟐 (
𝟏

𝐫𝟏
+

𝟏

𝐫𝟐
)  is the interaction energy due to columbic attractive term.  

 
𝒆𝟐

𝒓𝟏𝟐
  is the interaction energy due to electrons mutual repulsive term. 

If we extend the equation for N electron atom 

[∑ (−
ħ𝟐

𝟐𝒎
 𝛁𝐢

𝟐 − 
𝐙𝐞𝟐

𝐫𝐢
) + ∑

𝐞𝟐

𝐫𝐢𝐣
𝒊>

𝒏
𝒊=𝟏 ]  Ѱ = 𝑬Ѱ  --------------------4 

• This equation cannot be solved by the method of separation of variables due to the 

presence of interaction terms.   

• Moreover this equation as such can also not be solved by perturbation method. 

• In such cases, we consider a modified field (central field) in which all the electrons 

experience centrally symmetric field by superimposing the radial components of coulomb 

interaction term  (∑ − 
Ze2

ri

𝑛
𝑖=1 )   between the electrons and the nucleus. (coulomb field – 

attractive field) 



• The remaining interaction term ∑
e2

rij
𝑖>     is the mutual repulsion term and may be treated 

as small perturbation term and the problem can be handled by the perturbation theory or 

variation techniques. 

 

Let the mutual repulsion term  ∑
𝐞𝟐

𝐫𝐢𝐣
𝒊>     be divided into two parts 

1. ∑ 𝑺(𝒓𝒊)𝒊    ------------ 5 (directed away from the nucleus central part) and 

2. remainder ∑ 𝑹𝒊  =  ∑
𝐞𝟐

𝐫𝐢𝐣
− 𝒊>𝑗𝒊 ∑ 𝑺(𝒓𝒊)𝒊  ----------------6 

• The first part weakens the coulomb potential when superimposed on the latter.  

• Therefore the central potential is  ∑ [− 
𝐙𝐞𝟐

𝐫𝐢
+  𝑺(𝒓𝒊)]𝒊 .  

•  It is often called the Screened coulomb Potential. 

The total Hamiltonian is now expressed as H = Ho + H’ --------------7 

where Ho is the Hamiltonian with central potential. i.e.,  

𝑯𝟎 =  ∑ [−
ħ𝟐

𝟐𝒎
 𝛁𝐢

𝟐 + 𝐕(𝐫𝐢)]𝒊  ---------------8 

Where  𝐕(𝐫𝐢) = − 
𝐙𝐞𝟐

𝐫𝐢
+  𝑺(𝒓𝒊)  ---------------9 

𝑯′ =  ∑ 𝑹𝒊  =  ∑
𝐞𝟐

𝐫𝐢𝐣
− 𝒊>𝑗𝒊 ∑ 𝑺(𝒓𝒊)𝒊   -------------------10 

 = ∑
𝒆𝟐

𝒓𝒊𝒋
𝒊>𝑗 − ∑ [ 

𝐙𝐞𝟐

𝐫𝐢
+  𝐕(𝒓𝒊)]𝒊  -----------------11 

When in zeroth order approximation the interaction term H’ is negligibly small and left with only 

the central field,  hence this approximation method is called Central Field Approximation. 

Two methods are commonly used for obtaining the central potential v(r).  They are  

1. Thormas  - Fermi method :- this method is simple but less accurate 

2. Self consistent method of Hartee :- more cumbersome 

 

 

 

 



3.  Find an expression for the electron density in Fermi – Thomas model and show that the 

radius of the sphere enclosing a fixed fraction of all electrons is proportional to Z-1/3. 

 

 This model assumes that the central potential function V(r) is spherically symmetric and 

is produced by the nucleus and the other entire electron except the one whose motion is 

under consideration.   

 Here the potential V(r) is assumed to be slowly varying, slow enough to have number of 

electrons in an electron wavelength. 

 This model assumes that the electrons are treated as a gas obeying Fermi –Dirac 

statistics. 

 Many electrons are localized within a volume over which the potential is almost a 

constant.   

 As electrons are treated as a gas of fermions, one can apply the concept of cells in phase 

space to the states of individual electrons. 

The volume of phase space occupied by electrons which have momentum less than p and are 

in the volume dV is    
𝟒

𝟑
𝝅𝒑𝟑𝒅𝑽 ------------1 

The number of cells (states) corresponding to this volume is  
𝟐

𝒉𝟑 (
𝟒

𝟑
𝝅𝒑𝟑𝒅𝑽) ------------2 

The factor 2 is included to account for the two possible spin states. 

Assuming that all these states are occupied, the number of electrons per unit volume n(r)  

is given by       𝐧(𝒓) =  
𝟖𝝅𝒑𝟑

𝟑𝒉
𝟑 =  

𝒑𝟑

𝟑𝝅𝟐ħ
𝟑  ---------------3 

For the electrons not to escape from the nucleus, the maximum allowed kinetic energy at any 

distance r from the nucleus is –V(r)  

That is    
𝒑𝟐

𝟐𝒎
  =  – 𝐕(𝐫)   --------------4 

From eqns 3 and 4  

 𝐧(𝒓) =
[−𝟐𝒎𝑽 (𝒓)]

𝟑
𝟐

𝟑𝝅𝟐ħ
𝟑   -----------------5 

This equation is the integral form of the Thomas Fermi one;  

It is possible to transform it into a differential form by using the Poisson equation, which links 

the electrostatic potential 𝐕(𝐫) to the density of charge ρ(r) = −e n(r) as 𝛁𝟐𝑽(𝒓) = –  𝐞 𝛒(𝐫) * 



∗Here, the Poisson equation is written in the rationalized M.K.S. unit system (SI units) as 

𝛁𝟐𝑽(𝒓) = –  𝐞 𝛒(𝐫), rather than in the un rationalized Gaussian unit system where 

𝛁𝟐𝑽(𝒓) =  −𝟒𝝅𝒆𝛒(𝒓) − − − − − −𝟔 

Since the nucleus is at the origin, the potential is spherically symmetric and therefore, 

𝛁𝟐𝑽 =  
𝟏

𝒓𝟐

𝒅

𝒅𝒓
[𝒓𝟐 𝒅𝑽

𝒅𝒓
]       -------------------7 

 

With this value of  ∇2𝑉, eqn 7 reduces to  

𝟏

𝒓𝟐

𝒅

𝒅𝒓
[𝒓𝟐 𝒅𝑽

𝒅𝒓
] =  −𝟒𝝅𝒆𝟐𝐧(𝒓) ------------------8 

 

Substituting the value of n(r) from eqn 5 in eqn 8 

𝟏

𝒓𝟐

𝒅

𝒅𝒓
[𝒓𝟐 𝒅𝑽

𝒅𝒓
] =  −𝟒𝝅𝒆𝟐 [−𝟐𝒎𝑽 (𝒓)]

𝟑
𝟐

𝟑𝝅𝟐ħ𝟑
 ------------9 

When r →0 the leading term in the potential is due to the nucleus, so that 𝑉(𝑟) →
−𝑍𝑒2

𝑟
. 

Therefore it is convenient to introduce a function χ(r) defined by 

𝑽(𝒓) =
−𝒁𝒆𝟐

𝒓
𝛘(𝐫)      𝐚𝐧𝐝  𝐫 =  𝐛𝐱 -------------10 

Substituting the value of V(r) and r in eqn 9  

𝟏

𝒓𝟐

𝒅

𝒅𝒓
(𝒓𝟐 𝒅

𝒅𝒓
(

−𝒁𝒆𝟐

𝒓
𝛘(𝐫))) =  −𝟒𝝅𝒆𝟐

[−𝟐𝒎
−𝒁𝒆𝟐

𝒓
𝛘(𝐫)]

𝟑
𝟐

𝟑𝝅𝟐ħ𝟑 − − − −𝟏𝟏  

 

−
𝟏

𝒓𝟐

𝒓𝟐

𝒓
𝒁𝒆𝟐 𝒅𝟐𝛘(𝐫)

𝒅𝒓𝟐
= −

𝟒𝒆𝟐 (𝟐𝒎)
𝟑
𝟐

𝟑𝝅ħ𝟑

(𝒁𝒆𝟐)(𝒁𝒆𝟐)
𝟏

𝟐⁄
(𝛘(𝐫)

𝟑
𝟐⁄ )

𝒓 𝒓
𝟏

𝟐⁄
− − − −𝟏𝟐  

 

𝒅𝟐𝛘

𝒅𝒓𝟐
=  

𝟒𝒆𝟑(𝟐𝒎)
𝟑

𝟐⁄   𝒁
𝟏

𝟐⁄  𝛘
𝟑

𝟐⁄

𝟑𝝅ħ𝟑𝒓
𝟏

𝟐⁄
− − − 𝟏𝟑  

Now sub  𝐫 =  𝐛𝐱  

 

𝒅𝟐𝛘

𝒃𝟐𝒅𝒙𝟐
=  

𝟒𝒆𝟑(𝟐𝒎)
𝟑

𝟐⁄   𝒁
𝟏

𝟐⁄  𝛘
𝟑

𝟐⁄

𝟑𝝅ħ𝟑(𝒃𝒙)
𝟏

𝟐⁄
− − − − − 𝟏𝟒 



 

 

𝒅𝟐𝛘

𝒃
𝟑

𝟐⁄ 𝒅𝒙𝟐
=  

𝟒𝒆𝟑(𝟐𝒎)
𝟑

𝟐⁄   𝒁
𝟏

𝟐⁄  𝛘
𝟑

𝟐⁄

𝟑𝝅ħ𝟑(𝒙)
𝟏

𝟐⁄
− − − − − − − 𝟏𝟓 

Where  𝒃 =  
𝟏

𝟐
(

𝟑𝝅

𝟒
)

𝟐
𝟑⁄ ħ𝟐

𝒎𝒆𝟐

𝟏

 𝒁
𝟏

𝟑⁄
− − − −𝟏𝟔 

Sub 
ħ𝟐

𝒎𝒆𝟐
=  𝒂𝟎    ∴     𝒃 =  

𝟎.𝟖𝟖𝟓 𝒂𝟎

 𝒁
𝟏

𝟑⁄
− − − 𝟏𝟕 

With these substitutions  

𝒅𝟐𝛘

𝒅𝒙𝟐
=  

𝟎. 𝟖𝟖𝟓 𝒂𝟎 𝛘
𝟑

𝟐⁄

 𝒁
𝟏

𝟑⁄  (𝒙)
𝟏

𝟐⁄
− − − −𝟏𝟖 

Therefore the result is  

(𝒙)
𝟏

𝟐⁄ 𝒅𝟐𝛘

𝒅𝒙𝟐
=   𝛘

𝟑
𝟐⁄

 

The boundary conditions are  

(
χ = 1 at x = 0
χ = 0 at x = ∞

) 

Thus we have the following important results  

i. The radius of an atom is inversely proportional to the cube root of atomic number. 

ii. This model is applicable to atoms with large atomic number Z where the number of 

electrons in a small volume is comparatively greater so that the statistical calculations 

are valid. 

iii. Electronic charge density n(r) gives smooth charge variation over atomic dimensions 

and does not involve the shell structure. 

iv. The form of potential energy function in this model is useful in the self- consistent 

field calculations. 

 

 

 



4. Show how the Hartree approximation can be used to solve for the wave functions 

and energies of multi-electron atoms. 

The Hartree Approximation 

 The method for finding best possible one-electron wave functions that was published by 

Douglas Hartree in 1948 and improved two years later by Vladimir Fock.  

 The Hartree method is used to approximate the wave function and the energy of a quantum 

multi-electron system in a stationary state.  

 The Hartree approximation assumes that the multi-electron wave function can be expanded 

as a product of single-electron wave functions (i.e., orbitals). 

    |𝚿(𝐫𝟏, 𝐫𝟐, … . 𝐫𝐧 )〉  ≈  𝚿𝟏 (𝒓𝟏)𝚿𝟐 (𝒓𝟐) … . 𝚿𝒏 (𝒓𝒏) 

 This method ignores the effect of   spin on the wave function. 

 The multi-electron Schrödinger equation is formulated and solved to determine the wave 

functions and energies belonging to ground and excited states of the multi electron atom. 

 Also the charge densities at position r due to the remaining electrons except (i) is calculated.  

 The central field can be calculated from the nuclear potential and the wave functions of the 

remaining electrons, by assuming that the charge density associated with an electron is (– e) 

times the position probability density. 

According to Hartee for a Z- electron system the wave function 𝚿 is assumed to be  

   |𝚿(𝐫𝟏, 𝐫𝟐, … . 𝐫𝐧 )〉  ≈  𝚿𝟏 (𝒓𝟏)𝚿𝟐 (𝒓𝟐) … . 𝚿𝒏 (𝒓𝒏) -------------1 

i. The Hamiltonian for a multi electron atom includes nucleus-electron attraction 

terms with a general charge Z; e.g. 

𝑽𝒏𝒖𝒄𝒍𝒆𝒖𝒔−𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒏(𝒓𝒊) =  −
𝒁

|𝒓𝒊−𝑹|
= − ∑  

𝒁𝒆𝟐

𝟒𝝅∈𝟎
 

𝟏

|𝒓𝒊−𝑹|𝑹   ---------------2 



where V (ri)is the potential in which the electron moves; this includes both the nuclear-electron 

interaction and the mean field arising from the N-1 other electrons and  |𝒓𝒊 − 𝑅| is the distance 

between the electron and the nucleus,  

ii. The Hamiltonian must also have terms for electron-electron repulsion. 

𝑽𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒏−𝒆𝒍𝒆𝒄𝒕𝒓𝒐𝒏(𝒓𝒊𝒋) =  −
𝒁

|𝒓𝒊−𝒓𝒋|
 ---------------3 

                                Where    |𝑟𝑖 − 𝑟𝑗|  is the distance between electron i and electron j.  

So the proper multi- electron Hamiltonian can be  

H (𝒓𝟏, 𝒓𝟐, … . 𝒓𝒏) =  −
ħ𝟐

𝟐𝒎𝒆
 ∑ 𝛁𝐢

𝟐
𝒊 + ∑ 𝑽𝒏−𝒆 𝒊 (𝒓𝒊) +  ∑ 𝑽𝒆−𝒆 𝒊≠𝒋 (𝒓𝒊𝒋)  -------------4 

Unfortunately, the electron-electron repulsion terms make it impossible to find an exact solution 

to the Schrödinger equation for many-electron atoms. We smear the other electrons out into a 

smooth negative charge density 𝝆 (𝒓) leading to a potential of the form (i.e) the total charge 

density creates an extra mean potential  

𝛁𝟐𝐕(𝐫) =  −
𝛒(𝐫)

𝛆𝟎
 

In order to find the wave equation for ith electron, we first find potential energy of ith electron 

in the field of remaining (Z-1) electrons as follows 

The term 𝑒𝚿𝑗
∗𝚿𝑗 = 𝑒|𝚿𝑗(𝐫𝑗)|

2
represents the charge distribution (charge density) 𝜌(𝑟) of jth 

electron.  

The potential due to jth electron at the vicinity of ith electron is  

𝝆(𝒓) = ∫
𝐞 |𝚿𝒋(𝐫𝐣)|

𝟐

|𝐫𝐢 − 𝐫𝐣|
 𝐝𝛕𝐣 − − − −𝟓 

According to Poisson equation the electrostatic potential – 𝐕(𝐫) and the charge density – e 

ρ(r) is related by the equation 



−
𝟏

𝒆
𝛁𝟐𝑽(𝒓) =  −𝒆

𝛒(𝐫)

𝛆𝟎
 

Therefore the potential due to all other electrons in the vicinity of ith  electron is  

𝐕𝐞𝐥𝐞𝐜𝐭𝐫𝐨𝐧−𝐞𝐥𝐞𝐜𝐭𝐫𝐨𝐧(𝐫) =  
𝐞𝟐

𝟒𝛑 ∈𝟎

∑ ∫
|𝚿𝒋(𝐫𝐣)|

𝟐

|𝐫𝐢 − 𝐫𝐣|𝐢≠𝐣

 𝐝𝛕 − − − 𝟔 

Finally the potential energy of the ith electron in the field of all other electrons is  

𝐕𝐞𝐥𝐞𝐜𝐭𝐫𝐨𝐧−𝐞𝐥𝐞𝐜𝐭𝐫𝐨𝐧(𝐫) =  
𝐞𝟐

𝟒𝛑 ∈𝟎

∑ ∫
|𝚿𝒋(𝐫𝐣)|

𝟐

|𝐫𝐢 − 𝐫𝐣|𝐢≠𝐣

 𝐝𝛕 − − − −𝟕 

Finally we have the system of Hartree equations as 

[−
ħ𝟐

𝟐𝒎
𝛁𝟐 − 

𝒁𝒆𝟐

𝟒𝝅∈𝟎
 

𝟏

|𝐫𝐢−𝑹|
+

𝒆𝟐

𝟒𝝅∈𝟎
∑ ∫

|𝚿𝒋(𝒓𝒋)|
𝟐

|𝒓𝒊−𝒓𝒋|
𝒊≠𝒋  𝒅𝝉] 𝚿𝒊(𝐫𝐢) =  𝑬𝒊𝝓𝒊  (𝐫𝐢) ----------8 

The third term is the charge density associated with the j th electron. 

𝒆|𝚿𝒊(𝒓𝒊)|𝟐 will be known only when we solve eqn 11.  

• Therefore one has to go in for an iterative procedure assuming an approximate form for 

the 𝚿𝒊‘s.   

• The insertion of the refined wave function back into the equation leads to a better one. 

• The process is continued until the wave functions are self consistent to a high degree of 

accuracy.   

• The potential thus obtained is called the self consistent potential. 

 

 

 

 

 



5. Derive HARTEE – FOCK EQUATION 

 In the Hartee method, the many electron wave functions are simply a product of one - 

electron wave functions.   

 This is not acceptable when the particles are indistinguishable. 

 The Hartee Fock method incorporates the effect of exchange symmetry into the 

formalism. 

 In this theory, Fock used an antisymmetrized trial wave function for the variational 

calculations. 

 The wave function including the spin is assumed to take the form of a slater determinant 

of one – electron wave functions. 

Ѱ (𝑥1,𝑥2 … … 𝑥𝑧) =   
1

√𝑧!
  |

𝑈1(𝑋1) 𝑈1(𝑋2) ⋯ 𝑈1(𝑋𝑧)
𝑈2(𝑋1) 𝑈2(𝑋2) … 𝑈2(𝑋𝑧)

⋮ ⋮ ⋱ ⋮
𝑈𝑧(𝑋1) 𝑈𝑧(𝑋2) ⋯ 𝑈𝑧(𝑋𝑧)

|            − − − − −

−1                                       

Where 𝑋1, 𝑋2,  …… represent the co-ordinates both spin and space. 

The Hamiltonian of a system having Z interacting electrons is given as 

𝐻 =  ∑ [−
ħ2

2𝑚
 ∇𝑖

2 +  𝑉(𝑟𝑖)]𝑧
𝑖=1 + 

1

2
∑

𝑒2

𝑟𝑖𝑗

𝑛
𝑖,𝑗≠𝑖  --------------------2 

Rewriting the Hamiltonian of the interacting system 

The Schrodinger equation to be solved is 

[−
ħ2

2𝑚
 ∇𝑖

2 +  𝑉(𝑟𝑖) +  𝐹(𝑟)] ∅(𝑟) =  𝐸 ∅(𝑟)  -------------------------3 

And the operator F has to be selected so as to minimize the total energy.  Use of a single 

determinant with these functions as the ground state wave function is known as Hartee – Fock 

equation.  

The choice of F in accordance with the variational principle is given by 

⟨𝑛|𝐹|𝑚⟩ =  ∑ [⟨𝑖𝑛|𝑣|𝑖𝑚⟩ −  ⟨𝑛𝑖|𝑣|𝑖𝑚⟩]𝑖  ---------------4 

It may be noted here that the Hamiltonian is not affected by this choice of F, however the one-

electron functions 𝑢𝑖 change, Next let us proceed to get the explicit form of the Hartee – Fock 

equation.  Writing  eqn 4 in the integral form, we have 



∫ 𝑢𝑛 
∗  (𝑥)𝐹(𝑟)𝑢𝑚 (𝑥)𝑑𝑥 =  ∑ ∬ 𝑢𝑖 

∗ (𝑥1)𝑢𝑛
∗ (𝑥2)𝑣(𝑟1,𝑟2)𝑢𝑖(𝑥1)𝑢𝑚(𝑥2)𝑑𝑥1𝑑𝑥2𝑖 −

                                                  ∑ ∬ 𝑢𝑛
∗ (𝑥1)𝑢𝑖 

∗(𝑥2)𝑣(𝑟1,𝑟2)𝑢𝑖(𝑥1)𝑢𝑚(𝑥2)𝑑𝑥1𝑑𝑥2𝑖    -----------5 

  

∫ 𝑢𝑛 
∗  (𝑥)𝐹(𝑟)𝑢𝑚 (𝑥)𝑑𝑥 =  ∑ ∫ 𝑢𝑛 

∗  (𝑥2)[∫|𝑢𝑖(𝑥1)|2 𝑑𝑥1]𝑣(𝑟1, 𝑟2)𝑢𝑚 (𝑥2) 𝑑𝑥2 −𝑖

                                                    ∑ ∫ 𝑢𝑛 
∗  (𝑥2)[∫ 𝑢𝑖 

∗ (𝑥1) 𝑢𝑚(𝑥1) 𝑣(𝑟1𝑟2)𝑑𝑥1] 𝑢𝑖  (𝑥2)𝑑𝑥2𝑖  ------------6 

We have interchanged 𝑥1 𝑎𝑛𝑑 𝑥2 in the second integral which is possible as the value of the 

definite integral does not depend on the variable of integration.  Under the same rule, replacing 

the variable 𝑥2 by 𝑥  and  𝑟2 by r we get  

∫ 𝑢𝑛 
∗  (𝑥)𝐹(𝑟)𝑢𝑚 (𝑥)𝑑𝑥 =  ∑ ∫ 𝑢𝑛 

∗  (𝑥)[∫|𝑢𝑖(𝑥1)|2 𝑣(𝑟1,𝑟)𝑢𝑚 (𝑥)𝑑𝑥1] 𝑑𝑥 −𝑖

  ∑ ∫ 𝑢𝑛 
∗  (𝑥)[∫ 𝑢𝑖 

∗ (𝑥1) 𝑢𝑚(𝑥1) 𝑣(𝑟1, 𝑟)𝑢𝑖 (𝑥)𝑑𝑥1] 𝑑𝑥𝑖    ----7 

 

∫ 𝑢𝑛 
∗  (𝑥)𝐹(𝑟)𝑢𝑚 (𝑥)𝑑𝑥 =  ∑ ∫ 𝑢𝑛 

∗  (𝑥)[∫|𝑢𝑖(𝑥1)|2 𝑣(𝑟1, 𝑟)𝑢𝑚 (𝑥)]𝑑𝑥1 −𝑖

 ∫ 𝑢𝑛 
∗  (𝑥)[∫ 𝑢𝑖 

∗ (𝑥1) 𝑢𝑚(𝑥1) 𝑣(𝑟1, 𝑟)𝑢𝑖 (𝑥)𝑑𝑥1 ]𝑑𝑥 ---8 

From the comparison of the two sides it follows that, 

𝐹(𝑟)𝑢𝑚 (𝑥)𝑑𝑥 =  ∑ ∫|𝑢𝑖(𝑥1)|2 𝑣(𝑟1, 𝑟)𝑢𝑚 (𝑥)𝑑𝑥1 − ∑ ∫ 𝑢𝑖 
∗ (𝑥1) 𝑢𝑚(𝑥1) 𝑣(𝑟1, 𝑟)𝑢𝑖 (𝑥)𝑑𝑥1𝑖𝑖  ----

------9 

As u(x) is the product of orbital part ∅(𝑟) and a spin function  𝛹(𝑟)  , the integral implies a sum 

over the two values of the spin variable.  Carrying out the sum over the spin variable, we have 

𝐹(𝑟)∅𝑚 (𝑟)𝑑𝑥 =  ∑ ∫|∅𝑖(𝑟1)|2 𝑣(𝑟1, 𝑟)∅𝑚 (𝑟)𝑑𝑟1 − ∑ ∫ ∅𝑖 
∗ (𝑟1) 𝛹𝑚(𝑟1) 𝑣(𝑟1, 𝑟)∅𝑖 (𝑟)𝑑𝑟1𝑖

𝑠𝑝𝑖𝑛 𝑖=𝑠𝑝𝑖𝑛 𝑚
𝑖   -

-----10                                                                        

Then eqn  10 reduces to  

𝐹(𝑟)∅𝑚 (𝑟)𝑑𝑥 =  2 [∑ ∫|∅𝑖(𝑟1)|2 𝑣(𝑟1, 𝑟)∅𝑚 (𝑟)𝑑𝑟1 −  ∑ ∫ ∅𝑖 
∗ (𝑟1) 𝛹𝑚(𝑟1) 𝑣(𝑟1, 𝑟)∅𝑖 (𝑟)𝑑𝑟1

𝑍/2
𝑖=1

𝑍/2
𝑖=1 ] 

           ---------------11 

The Hartee – Fock equation  (Eqn 3) now becomes 

[−
ħ2

2𝑚
 ∇𝑖

2 +  𝑉(𝑟𝑖)∅𝑚 (𝑟)  

+ 2 ∑ ∫|∅𝑖(𝑟1)|2 𝑣(𝑟1, 𝑟)∅𝑚 (𝑟)𝑑𝑟1 −  ∑ ∫ ∅𝑖 
∗ (𝑟1) 𝛹𝑚(𝑟1) 𝑣(𝑟1, 𝑟)∅𝑖 (𝑟)𝑑𝑟1

𝑍/2

𝑖=1

𝑍/2

𝑖=1

]         

= ∈𝑚  ∅𝑚(𝑟) 

 

6. Residual Electrostatic Interaction: 

i. According to Hartree's self consistent field for calculating potentials, and to solve 

Schrödinger equation, consider that if the system has N electrons and the Nth electron 



experiences the electrostatic interaction from other electrons as a single entity which 

helps us in considering it a central field  

ii. The electrostatic potential energy 𝑯𝒆𝒍 = ∑
𝒆𝟐

𝒓𝒊𝒋
𝒊>𝑗 −  ∑ [ 

𝐙𝐞𝟐

𝐫𝐢
]𝒊  

iii. In reality the electrostatic interactions couple each electron to all others (as well as to the 

nucleus). 

iv. This implies that an energy Eigen function will not consist of a single configuration, but 

be a linear combination of wave functions belonging to different configurations. 

v. However the averaged out potential energy functions Vi(ri) employed in the central field 

approximation are expected to be the difference between 𝑯𝒆𝒍 and 𝐕𝐢(𝐫𝐢) 

vi. 𝑯𝒆𝒍 − 𝐕𝐢(𝐫𝐢) =  𝐇𝐫𝐞𝐬    the so called Residual Electrostatic Interaction 

vii. The residual electrostatic interaction energy is very small compared to electrostatic 

potential energy. 

viii. The electronic configuration corresponding to Eres will also be small for any given 

configuration E. 

ix. Thus for a given LS there is a multiplet of (2L +1) x (2S+1) states with energy EcL. 
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7. ALKALI ATOM :-  

 

(Li, Na, K, Rb, Cs, Fr) 

 

i. The ground state configuration of an alkali atom consists of a series of full shells followed by a 

single S electron and so is 𝑆2
1/2.   

ii. Careful examination of the spectra of alkali metals shows that each member of some of the 

series are closed doublets.  

iii. For example, sodium yellow line, corresponding to 3p→ 3 s  transition, is a close doublet with 

separation of 6A0.    

iv. Further investigations show that only the S-terms are singlet, while all the other terms P, D, F 

etc. are doublets.  

v. Such doublet structure in energy is observed for all the atoms possessing a single valence 

electron i.e., in the outer most shell.  

vi. Spin is essentially a quantum phenomenon.  

vii. The spin of the electron is found to be   
1

2
 ħ    and 𝑆2 = (𝑠 + 1)ħ𝟐

   where s =
1

2
, the quantum 

number for spin.  

 

8. Explanation of doublet structure of alkali atom: 

The Hamiltonian for the lone electron of an alkali atom relative to the atomic core is given by,    

𝐻0 =
𝑃2

2𝑚
+ 𝑉(𝑟) 

Where, 𝑃2 = momentum of the lone electron  

V(r)  = Potential.  

r = Distance of the lone electron from the centre of the atomic core, i.e., nucleus. 

Now considering the spin orbit interaction the total Hamiltonian is given by, 

𝐻 =
𝑃2

2𝑚
+ 𝑉(𝑟) +  𝐻𝑠−𝑜 

Where 𝐻𝑠−𝑜 is the spin orbit interaction term 

An electron with orbital angular momentum l and spin s will behave a total angular momentum                       

j= l +s 

Which gives the quantum numbers for j as j= l +s   ------ j= l – s. 

Since for a single electron  𝑆 =
1

2
 ħ  or = −

1

2
 ħ . 

Therefore 𝑗 = 𝑙 +
1

2 
  or 𝑗 = 𝑙 −

1

2 
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𝑓𝑜𝑟 𝑙 = 0 , 𝑗 =
1

2
 only. 

The coupling of spin with orbital angular momentum gives rise to the fine structure splitting of spectral 

lines and it gives to the doublet structure of alkali spectra.  

This interaction is called spin orbit interaction.  

The existence of electron spin and the doublet structure comes as a natural consequence of relativistic 

theory. 

Now the spin orbit term can be considered as perturbation term. The contribution of the spin orbit term 

can be calculated by considering its expectation value. 

Consider the first order correction, 

∆𝐸 =  ⟨𝛹|𝐻𝑠−𝑜|𝛹⟩ 

Where 𝛹 is the effective wave function of the one particle system. 

In an atom the total angular momentum j is always conserved even if individual l and s may not be 

conserved. Hence we can work in a representation or system where 𝐻𝑠−𝑜 is diagonal. Also we choose 

𝑛, 𝑙𝑗, 𝑚𝑗〉 representation, (where individual 𝑙 and s combined to form the conserved quantity j) 

Thus  

∆𝐸 =  ⟨𝛹𝑛 𝑙𝑗,𝑚𝑗
|𝐻𝑠−𝑜|𝛹𝑛 𝑙𝑗,𝑚𝑗

⟩ 

∆𝐸 =  ⟨𝛹𝑛 𝑙|𝜉(𝑟)|𝛹𝑛 𝑙⟩ ⟨𝛹𝑙 𝑠𝑗,𝑚𝑗
|𝑙. 𝑠|𝛹𝑙 𝑠𝑗,𝑚𝑗

⟩ 

∆𝐸 =  𝑈𝑛𝑙 〈𝑙. 𝑠〉  

𝑤ℎ𝑒𝑟𝑒 𝑈𝑛𝑙  = ⟨𝛹𝑛 𝑙|𝜉(𝑟)|𝛹𝑛 𝑙⟩ =  
𝑚𝑒4

2ħ𝟐
 
𝑒2

ħ𝐜
 

𝑍4

𝑛3𝑙 (𝑙 +
1
2)

 =  𝑅𝑦 𝛼 
𝑍4

𝑛3𝑙 (𝑙 +
1
2)

 

Where 𝑅𝑦 =  
𝑚𝑒4

2ħ𝟐 , 𝑡ℎ𝑒 𝑅𝑦𝑑𝑏𝑒𝑟𝑔 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑎𝑛𝑑 𝛼 =  
𝑒2

ħ𝐜
 𝑡ℎ𝑒 𝑓𝑖𝑛𝑒 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. 

To calculate the angular term 𝑙. 𝑠 

〈𝑙. 𝑠〉 =
1

2
[𝑗2 − 𝑙2 − 𝑠2] 

⟨𝛹𝑙 𝑠𝑗,𝑚𝑗
|𝑙. 𝑠|𝛹𝑙 𝑠𝑗,𝑚𝑗

⟩ = 〈𝑙. 𝑠〉 =  
1

2
[𝑗2 − 𝑙2 − 𝑠2] 

=  
1

2
 𝑗(𝑗 + 1) −  𝑙(𝑙 + 1) − 𝑠(𝑠 + 1) 
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Since 𝑠 =
1

2 
 ;  〈𝑙. 𝑠〉 =  [

1

2
 𝑗(𝑗 + 1) −  𝑙(𝑙 + 1) −  

3

4
]  

𝑡ℎ𝑒𝑛 𝑓𝑜𝑟 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑙, 𝑗 = 𝑙 +
1

2
  and 𝑗 = 𝑙 −

1

2
     

For  𝑗 = 𝑙 +
1

2
 ;   〈𝑙. 𝑠〉 =  [

1

2
 (𝑙 +

1

2
) (𝑙 +

3

2
) −  𝑙(𝑙 + 1) −  

3

4
] =  

1

2
[𝑙2 +

3𝑙

2
+

1

2
𝑙 +

3

4
− 𝑙2 − 𝑙 −

3

4
]   

〈𝑙. 𝑠〉 =  
𝑙

2
 

Similarly for 𝑗 = 𝑙 −
1

2
    we have 

〈𝑙. 𝑠〉 =  −
1

2
 (𝑙 + 1) 

Thus the energy levels are given as 

 𝐸 = E0 + E′ =   E0 + 𝑈𝑛𝑙
𝑙

2
 

𝐸1 (𝑓𝑜𝑟 𝑗 = 𝑙 +
1

2
) =  E0 + 𝑈𝑛𝑙

𝑙

2
   

𝐸2 (𝑓𝑜𝑟 𝑗 = 𝑙 −
1

2
) =  E0 −  𝑈𝑛𝑙

𝑙 + 1

2
  

Therefore the separation is given by ∆𝐸 =  𝐸1 − 𝐸2 =  𝑈𝑛𝑙 (𝑙 +
1

2
) 

Thus the splitting of energy levels i.e., separation between the two levels for each value of l is    

𝑈𝑛𝑙 (𝑙 +
1

2
).  This is the so called fine structure of spectral lines for spin orbit interaction of energy 

levels. 

 

9. COUPLING SCHEMES 

Total angular momentum : 

The addition of angular momentum for a many electron system is much more involved than that 

of one electron system. When more than one electron contributes orbital and spin angular momentum to 

the total angular momentum J of an atom then J is the vector sum of these individual momentums.  

There are two types of couplings 

1. L-S coupling or Russel – Saunders coupling 

2. j-j coupling 

L-S coupling or Russel – Saunders coupling 

i. This is also called as normal coupling as this occurs most frequently.  

ii. Orbital angular momentum Li of all the electrons are coupled together into a single resultant L. 
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iii.  Similarly the spin angular momentum Si is also coupled together into another single resultant S.   

iv. The momentum L and S then interact via the spin-orbit effect to form the total angular 

momentum J.   

v. This scheme is called LS coupling 

Thus L = L1+L2+L3+---- 

         S= S1+S2+S3+---- 

Then J = L+S 

vi. These are simply the integers or half integers. 

vii. ħ is included while writing the magnitude of angular momentum vectors 

viii. when two orbital angular momentum l1 and l2 combine, then allowed values of L are 

𝐿 = (𝑙1 + 𝑙2) + (𝑙1 + 𝑙2 − 1) … . |𝑙1 − 𝑙2| 

Similarly for a given values of L and S the allowed values of J are 

𝐽 = (𝐿 + 𝑆) + (𝐿 + 𝑆 − 1) … . |𝐿 − 𝑆| 

For L>S, there are 2S+1values of J, and for L<S, there are 2L+1 values of J. 

The value 2S+1 is called the multiplicity of the state.  

For a two electron system (𝑆1 = 𝑆2 = 1
2⁄ ) 

If the spins are ant parallel then S = 0, or parallel then S=1 

When S= 0 we have J=2S+1=1 state.  Such states are referred as singlet states. 

When S=1, we have J =2S+1 = 3 states.  Such states are referred as triplet states. 

Often singlet and triplet states are grouped separately. 

Usually the state of a L-S coupling is represented as 𝑛2𝑠+1𝐿𝐽 

For example if S=1/2, L=1,S=3/2,1/2 then the corresponding state of LS coupling will be 𝑝2
3/2, 𝑝2

1/2 

(where l stands for s,p,d,f .  for l =1, p state). It may be read as doublet p three halves, doublet p halves. 

j-j coupling: 

l and s vectors for each separate electron combine to form a separate J and all the J vectors are then 

vectorially added to form J 

Thus for each active electron 𝐽1 = 𝑙1 + 𝑠1, 𝐽2 = 𝑙2 + 𝑠2 𝑒𝑡𝑐. , 𝑎𝑛𝑑 𝐽 =  𝐽1 + 𝐽2 + 𝐽3 + ⋯ = ∑ 𝐽𝑖. 

This coupling scheme is known as J-J coupling which is distinctly different from L-S coupling scheme. 

 

10. Hydrogen atom – Covalent Bond: Heitler London Theory 
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